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Abstract: Sign language recognition has 

emerged as one of the important areas of 

research in computer vision. As the 

community of speech and hearing impaired 

people has depended on sign language as a 

communication medium. New techniques 

have been developed from the past decade 

still now, to counter the problem of building a 

communication bridge between normal 

people and speech and hearing-impaired 

people. Sign gestures can be classified as 

static and dynamic.  Static gesture 

recognition is easier than dynamic gesture 

recognition but both recognition systems are 

important for the human community This 

paper focuses on different techniques used 

for sign language  recognition. 
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 I. INTRODUCTION 

Sign language is the most natural ways 

of exchanging information among deaf and 

dumb people. It has been observed that deaf 

people are facing difficulty interacting with 

other people. The goal of sign language 

recognition is to provide an efficient and 

accurate system to convert sign language into 

text so that communication between deaf and 

normal people can be more efficient. Sign 

language consists of vocabulary of signs in 

exactly the same way as spoken language 

consists of a vocabulary of words. Indian sign 

language (ISL) is sign language used in India. 

ISL involves both static and dynamic gestures, 

single as well as double handed gestures, in 

addition to this the hands involved in gesturing 

may have complex motion. Some signs include 

facial expressions too. Because of these 

difficulties less research work has been done in 

ISL recognition system. A thorough literature 

survey covering almost all the aspects of the 

SLR is a primary step to build a ISL recognition 

system. 

 

Any non-verbal communication like the 

motion of hands, facial expression and other 

body parts is a form of gesture. Gesture 

recognition enables devices to understand 



human actions. Normal people do not want to 

learn sign language. That’s why this community 

becomes isolated from others, they cannot 

express themselves. So if computer can be 

programmed in such a way that it can translate 

sign language to some speech or text format, the 

difference between the normal people and the 

deaf and dumb community can be minimized 

and then communication between Deaf and 

Dumb community will be easy. Now there is a 

requirement for such a type of system which can 

recognize and translate sign language into text 

or speech format. Almost all gestures have 

already assigned meaning and grammar is used 

to create a meaningful sentence from a set of 

recognized gestures. ISL gestures are mostly 

made up of two hands. So it is quite difficult to 

recognize. Continuous ISL or Continuous Sign 

language is a sequence of gestures that generate 

a meaningful sentence. Continuous ISL includes 

dynamic  gesture recognition.    

 

            II. APPROACHES 

There are basically two main approaches to 

solve sign language recognition problems. 

 

● Static gesture 

 

Static gesture recognition aims to identify 

particular kinds of posture which remain still for 

a period of time in the videos. Static gestures 

are single images which involve no time frame. 

We use the adaboost algorithm when training 

cascade classifiers, which can promote systems 

to be robust and realtime and can be used to 

identify static gestures.. 

● Dynamic gesture 

In sign language recognition systems, gestures 

cannot be judged at the time they are detected, 

since the dynamic gestures should be taken into 

consideration. Namely, we do not judge gestures 

only by one image but just record the position of 

the hand because it may be one fragment in a 

series of images which contains a dynamic 

gesture such as a wave. Dynamic gestures are 

single images which involves multiple time in 

frame 

 III. METHODOLOGY 

Sign language recognition systems are being 

developed in order to provide an interface for 

the hearing impaired and mute persons. These 

automatic sign language recognition systems 

allow the non-signers to interpret the meaning 

of what the signer wants to convey and 

therefore facilitate the communication between 

them. Research in this direction comes under 

the category of Human Computer Interaction 

(HCI). Most of the previous work in Indian Sign 

Language has focused on static signs and 

images of signs with constant background and 

illumination. Some of these have used images in 

which only the hand is present so that 

segmentation is not hard, while others have used 

colored gloves that are needed to be worn by the 

users while signing in order to detect and 

segment the hand easily. 

To Build Dynamic sign language interpreter, 

We are using three main components of this 

framework are:: preprocessing module, feature 

extraction module and recognition module.  



● Preprocessing: 

As these images are not taken in a controlled 

lighting environment, also images are taken with 

a digital camera, they have different sizes and 

different resolutions. So in image preprocessing 

is required. The first step of preprocessing a 

block is filtering. A moving average or median 

filter is used to remove the unwanted noise from 

the acquired image. Background subtraction 

forms the next major step in the pre-processing 

block. We therefore transform the images in 

HSV color space. It is a model which splits the 

colour of an image into 3 separate parts namely: 

Hue,Saturation and value. HSV is a powerful 

tool to improve stability of the images by setting 

apart brightness from the chromaticity The skin 

color Could be used to discriminate the hand 

region from the other moving object. The color 

of the skin is measured with the HSV model.  

● Feature extraction 

In feature extraction phase, various hand shape 

features like circularity, extent, convex 

deficiency and hand orientation are considered 

Classification machine learning algorithms like 

SVM are used for supervised learning, which 

involves labeling the dataset before feeding it 

into the algorithm for training.The Support 

Vector Machine (SVM) is a machine learning 

algorithm which is used for binary 

classification. SVM uses supervised learning 

techniques and was proposed by Vapnik and his 

colleagues in 1979. The main concept of SVM 

is to find a hyperplane that distinguishes the 

positive and negative class with the objective to 

maximize the width of the hyperplane between 

the classes. The orientation of the hyperplane 

and the distance from the origin of the 

hyperplane are the parameters which need to be 

considered. 

 

● Recognition module 

In the recognition module we are using  

Convolutional Neural Network to extract 

features from the input image. It preserves the 

spatial relationship between pixels by learning 

image features using small squares of input data 

CNN’s are very effective in reducing the 

number of parameters without losing on the 

quality of models. Images have high 

dimensionality (as each pixel is considered as a 

feature) which suits the above-described 

abilities of CNNs. All the layers of a CNN have 

multiple convolutional filters working and 

scanning the complete feature matrix and carry 

out the dimensionality reduction. 

To make Static sign language recognition to 

Dynamic we are using 3D CNN, it's simple as 

the 3D equivalent: it takes as input a 3D 

volume or a sequence of 2D frames (e.g. slices 

in a CT scan), 3D convolutions applies a 3 

dimensional filter to the dataset and the filter 

moves 3-direction (x, y, z) to calculate the low 

level feature representations. Their output shape 

is a 3 dimensional volume space such as cube or 

cuboid. They are helpful in event detection in 

videos, 3D medical images etc. 

After Recognising the gesture the output is 

shown on screen. 

 



             IV. System flowchart 

 

 

          V. DATASET 

Dataset consists of 20 Indian Sign Language 

Hand Gestures in complex backgrounds. The 

entire dataset is inspired by the Indian Sign 

Language Research and Training Centre 

(ISLRTC). Twenty sign language gestures were 

selected from the ISL Dictionary. Selected signs 

were for the words- “Adult”, “Answer”, “Ask”, 

“Calm”, “Close”, “Compare”, “Complain”, 

“Confuse”, “Decide”, “Develop”, “Discuss”, 

“Doubt”, “Edit”, “Finish”, “Group”, 

“Important”, “Like”, and “Near”.  

All the samples of gestures have been taken 

manually from 3 different users in different light 

conditions. 

All the video clips are captured in different 

environmental conditions, such as lightning 

variation and background scenes (e.g., simple 

and complex). This makes the dataset more 

suitable for the purpose of the study. Each 

gesture consists of more than 500 image 

samples. Data used for testing the trained 

network model was isolated at the time of 

training. Frames extracted from the video 

samples were found to be  more than 150000.  

 

 

         VI.   RESULTS 

 

1)  Thumbs up 

 

 

 

 

 



2) Thumbs down 

 

 

3) Hello 

 

4)  I Love You 

 

               VII.   CONCLUSION 

We aimed to make a deep neural network that 

would model and recognize the Hand Gestures 

of standard Indian Sign Language. The base 3D 

CNN architecture is used for analyzing the 

modeling exercise for these dynamic gestures. 

Every person does not commonly know hand 

gestures in society. Moreover, each country 

having its own set of symbols is a challenge. 

Standardization at a global level is not there. We 

are using Indian Sign Language in this Project. 

Sign language is one of the tool of 

communication for physically impaired, deaf 

and dumb people. From the above consideration 

it is clear that the vision based sign gesture 

recognition has made remarkable progress in the 

field of body gesture recognition. 
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